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Multivariate analysis
Introduction



Multivariate data

■ Each row represents one object (also called unit)
■ Each column represents one variable



Multivariate data with an outcome variable

■ The outcome variable (also called criterion variable) can be 
❑ qualitative (nominal) : classes (e.g. cancer type)
❑ quantitative (e.g. survival expectation for a cancer patient)



Predictive approaches - Training set

■ The training set is used to build a predictive function
■ This function is used to predict the value of the outcome variable for new objects



Evaluation of prediction with a testing set



Flowchart of the approaches in multivariate analysis
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Quizz

Check your understanding of the concepts presented in the previous slides by applying them to your own 
data. 

1. Describe in one sentence a typical case of multidimensional data that is handled in your domain. 
2. Explain how you would organise this dataset into a multivariate structure

❑ What would correspond to the individuals?
❑ What would correspond to the variables?
❑ How many individuals (n) would you have?
❑ How many variables (p) would you have?
❑ Do you dispose of one or several outcome variable(s)?
❑ If so, are these quantitative, qualitative or both?

3. Based on the conceptual framework defined above, which kind of approaches would be you envisage to 
extract which kind of relevant information from this data? Note that several approaches can be 
combined to address different questions. 



Historical (vintage) examples



Historical example of clustering heat map

■ Spellman et al. (1998).
■ Systematic detection of genes regulated in a 

periodic way during the cell cycle. 
■ Several experiments were regrouped, with 

various ways of synchronization (elutriation, cdc 
mutants, …)

■ ~800 genes showing a periodic patterns of 
expression were selected (by Fourier analysis)

Spellman, P. T., Sherlock, G., Zhang, M. Q., Iyer, V. R., Anders, K., Eisen, M. B., Brown, P. O., Botstein, D. & Futcher, B. (1998). 
Comprehensive identification of cell cycle-regulated genes of the yeast Saccharomyces cerevisiae by microarray hybridization. 
Mol Biol Cell 9, 3273-97.Time profiles of yeast cells followed during cell cycle.



Stress response in yeast

Gasch, A. P., Spellman, P. T., Kao, C. M., Carmel-Harel, O., Eisen, M. B., Storz, G., Botstein, D. & Brown, P. O. (2000). 
Genomic expression programs in the response of yeast cells to environmental changes. Mol Biol Cell 11, 4241-57.

■ Gasch et al. (2000) tested the transcriptional 
response of yeast genome to
❑ Various stress conditions (heat shock, 

osmotic shock, …)
❑ Drugs
❑ Alternative carbon sources
❑ …

■ The heatmap shows clusters of genes having 
similar profiles of responses to the different 
types of stress. 
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Cancer types (Golub, 1999)

■ Compared the profiles of 
expression of ~7000 human 
genes in patients suffering from 
two different cancer types: ALL 
or AML, respectively.

■ Selected the 50 genes most 
correlated with the cancer type.

■ Goal: use these genes as 
molecular signatures for the 
diagnostic of new patients. 
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■ Golub, T. R., Slonim, D. K., Tamayo, P., Huard, 
C., Gaasenbeek, M., Mesirov, J. P., Coller, H., 
Loh, M. L., Downing, J. R., Caligiuri, M. A., 
Bloomfield, C. D. & Lander, E. S. (1999). 
Molecular classification of cancer: class discovery 
and class prediction by gene expression 
monitoring. Science 286, 531-7.



Den Boer et al., 2009 : procedure

■ Data source: Den Boer  et al. 2009. A subtype of childhood acute lymphoblastic 
leukaemia with poor treatment outcome: a genome-wide classification study. Lancet 
Oncol 10(2): 125-134.

■ Den Boer et al (2009) use Affymetrix microarrays  
to characterize the transcriptome of 190 Acute 
Lymphoblastic Leukemia of different types.

■ They use these profiles to select “transcriptome 
signatures” that will serve for diagnostics 
purposes: assigning new samples to one of the 
cancer types.

■ They apply an elaborate procedure relying on an 
inner and an outer loop of cross-validation. 



Den Boer 2009 - The transcriptomic signature

■ Den Boer  et al. 2009. A subtype of childhood acute lymphoblastic 
leukaemia with poor treatment outcome: a genome-wide 
classification study. Lancet Oncol 10(2): 125-134.

■ The training procedure selects 
100 gens whose combined 
expression levels can be used 
to assign samples to cancer 
subtypes.

■ The heatmaps show that the 
selected genes are 
differentially expressed 
❑ between subtypes of the 

training set (left);
❑ between subtypes of the 

testing set (right).

■ The heatmap is bi-clustered, in 
order to identify  
simultaneously the groups of 
patients (rows), and groups of 
genes (columns) based on the 
similarity between expression 
profiles. 



Study case: 
the Breast Invasive Cancer (BIC) transcriptome 
from The Cancer Genome Atlas (TCGA)



Breast Invasive Cancer subtypes

16

■ Subtypes are classically assigned based on 
three genetic markers. 
❑ ER
❑ PR
❑ Her2

■ These three markers are 
❑ not always consistent → some samples 

are unclassified
❑ somewhat rudimentary

■



Data preprocessing

1. The full TCGA data set was downloaded from 
Recount2.

2. We selected the samples belonging to the Breast 
Invasive Cancer (BIC) study.

3. We defined the cancer subtype (sample labels) based 
on the three immuno markers (PR, ER, Her2).

4. Filtered out “undetected” genes, i.e. 
a. genes having zero counts in >95% samples.
b. genes having a min value < 10 across all 

samples
5. Sample-wise standardisation. 
6. Log2-transform of the counts. 
7. Detection of differentially expressed genes with 

edgeR
8. Selection of a reduced subset of the 1000 top-ranking 

genes (hopefully relevant for classification) in the 
DEG results. 

9.

Full details: https://du-bii.github.io/study-cases/Homo_sapiens/TCGA_study-case/ 17

https://jhubiostatistics.shinyapps.io/recount/
https://du-bii.github.io/study-cases/Homo_sapiens/TCGA_study-case/


Sample-wise standardisation
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PCA – Sample plot - PC1 vs PC2
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PCA – Sample plot - PC1 vs PC2
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Goals of the course

■ Use BIC data as study case to test different machine-learning methods
❑ Unsupervised classification (clustering): class discovery from the data itsel
❑ Supervised classification

■ Can we do better with whole transcriptome data?
❑ Clustering: 

• Which parameters are the most relevant to cluster samples?
• Does class discovery return the same type of grouping as the immunomarker-based assignation?
• Can we identify clusters of genes having similar profiles?

❑ Enrichment analysis
• Are the 1000 DEG genes used in this study significantly enriched for some functional classes?
• Is there a specific functional enrichment for each of the gene clusters discovered in the data?

❑ Supervised classification: 
• Can we train a program to assign samples to subtypes based on their full transcriptome?
• Which features (genes) are the most informative to train a classifier?
• Which classifier method provides the best result (SVM, Random Forest, …)?
• How to fine-tune the parameters to achieve the best results?
• Can we assign a class to unassigned samples?
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